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CHAPTER 4

FINDING AND DISCUSSION v

4.1 Introduction

This chapter presents the finding and discussion of experi Cndrcted for this thesis.

Finding towards k nearest neighbor (KNN), Simulated a ingbas N (SA-KNN),
¢ A 1)

and Genetic Algorithm based KNN (GA- been p egg hen, the

performance of the experiment is analyzed in te??demﬂ;d\ sele‘CtaYdj distribution

centre selected, and cost. Each experimethes ?l"e lanatgof its procedure,

&

results, and discussion. \ O
4.2 Experimental Result and Analysi N
S

o
a) Experiment] : k-NeareN hbow A%
N
i b5

The experiment starti zith populati sﬁz@ 00. The conventional KNN is run
4 F &
Wassct as

in the code a& ber ofi gAs the result, the 60 demand point DP is
classified into 3 ‘€olor
4& :
color i cover in distribution @tre.
S
NI 3

—
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Figure 15: The map after run KNN algorithm with K set as 60
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As the population size of DP isMere%ﬁ Digalmost each DC. This
1

ion“Even if k is set to the higher

L

number, there will be o P cov y ea C. From the result finding in

N
this experiment, tlce me irr#)rov ?n@\ﬂ\! and to meet the constraint.

4 ’
&

b) Experiment&mul m@alin& Genetic Algorithm based KNN

t'is doné lf-KI\ﬁQand SA-KNN to compare the best solution of

means the DC unable to cat il}‘ po
]

The expeti

3

DC sel n. Ineo bd-c%'o im .&:the accuracy of KNN classifier algorithm, the
stiof k-nearest neighbor\@#‘?d.emand point is selected through SA and GA. Firstly
$data size of population is initialized. Then the maximum iteration has been
etermined for validation. Next, the iteration process continues to follow each

Q algorithm procedure and from that the fitness function is evaluated. The DC location

is selected, and the value is next use in KNN algorithm for classification.



For SA-KNN experiment set-up as the K value is decided by the algorithm and it seems all
DP covered and no left-out DP compared to the KNN previously. i

Figure 16: SA-KNN in population of 200 DP %

¢) Experiment III: Genetho it

il

GA-KNN imple 51milar‘4) 0Ccess it(/ A-KNN but differ in the algorithm

code. The obj MISO @ch to éjthe most optimal DC so that the number
of DP co Ny eac ?r neeﬁ’yequal and balance. 8 potential location has
0

0 ion and the algorithm will find the best location

4/

been or D in

\
S

rther dlS ss£n in'flie next part of thesis.

&



Figure 17: Potential DC is marked to be the selection of optimal DC
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The KNN, SA-KNN, and GA-KNN have been evaluated using 5 datasets created of DP
population and was implemented using phyton-based simulation which i@e-r. The
result obtained with simulation parameter that were adjusted using Mi&&%xcel as the
simple database which is to store simple data and Anaconda software. The performance
analysis calculated the mean of average different runs for both S and GA-KNN. In
table 5, show the summarise parameter use in the populati d distribution centre.
Number of population, distribution centre and deployméalu s st

O \Y'

| 5

Table 5: Summarize the para T and‘wa e
\ v o 4 \/‘Z~

Parameter Value

Number of Population 100, 200, 300, 400, 500
Distribution Centre Dﬁﬁ'g% D)3 -, DC8
Deployment area 5000m *3000m

] 4
4.3. Result Experiment f@ tion size { 0'

‘-
The dataset 100, 200, 400 all 4 pop on size. The conventional KNN is run
in the code and n ber f k ]As (@Qresult, each number of demand point DP
populatlon is s1f 0 T {e @C‘e)nt each DC. Table 6 summarize the obtained
results, as popu deer@ point, DC is total of DC covered, K is the value
of DC set, M as total DP bg?ered by DC, and LO for left-out DP which not covered.

le case of population size of DP is 200, there is left-out DP in almost each DC.

@Aeans the DC unable to cater all DP in the population. Even if k is set to the higher
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number, there will be overlap DP covered by each DC. The white circle shows the left-out

DP that not covered after run KNN algorithm with K set as 60 in figure 19. \.i

=

Table 6: Result obtained from KNN algorithm

v
DpP DC K M LO Overlap
100 2 60 100 0 20
200 3 60
300 5 60
400 7 60
500 8 60

Figure 19: The white circt sho

.‘-
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e:gure 20, the comparison between SA-KNN and GA-KNN impact the cost in

coviering the area of distribution. For the 3 allocated distribution centre, It clearly shown

SA-KNN in higher impact compare to cost reading for GA-KNN.
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Figure 20: The Result of Fitness value for 200 DP in SA@
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Figure 21: The Result of Fitness value for 200 DP in GA-KNN
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Figure 23: Result of GA Experiment with 200 DP

NNt

From population 200, there is the 16% di Min fitnessqavalue forsSA-KNN and GA-

&

KNN algorithm. In Figure 21 shows all th ar%\/er nd nQverlaps between each

Al

DC. The purple circles in the population ila%i ovéc% by dc3. We can see the

distribution of yellow circle is w ted#n:l K%i*biue circles are represent DP
covered by DCI1. But th% ution o ;l? ﬁ@h DC is not balance which may
affect the logistic cost if in real’ im, e OIf é}m figure 21, clearly illustrate the GA-
KNN produced the &\cost 'c
As in figure 23, \ib ioh

covered an%%1maltp bs% i

N
S

/e

h m€ans t@inimization meet the objective function.

O

'le,q'lzht blue, and dark blue are most equal. All DP

@

\ws been selected.

e X

4y
‘4
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Table 7: Result obtained from the SA-KNN and GA-KNN algori%i

DP SA-Cost GA-Cost Min -
100 3.555556 0.777778 0.777778
200 20.44443 4.222233 4.222233
300 38.00000 3.333333 3.333333
400 14.22222 2.888889 2.888889 I
500 12.22221 12.44444 12.22221

Total 78.89% : 21.11% -
4
o "") i

‘% 1 (”
From Table 7, demand point wi %jesulgﬁ% highest value of cost for SA-

KNN compared to GA-[@[;jmaluj onl 63%, his shows the obvious value gap
:

between the number o N e covered by one distribution centre.

p

l
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Figure 24: Fitness Value of each Algorithm SA and GA-KNN
‘.'

40
38
35

30

25

2 20.44443 SA-Cost

@ GACost
15 14122222

12.22221
10
5 4.222233
3.555556 ®——_3.333333 2.8888
\.
o 0.777
100 200 300 400 500

IS

g \
For overall result obtained in F 4, the clea&&ww the green line is having
higher value of fitness cotparq to red ‘ne hF @ value of SA-KNN is 79% higher

than GA-KNN with 21% glvul{ af!tﬁj.khat k-means algorithm is sensitive to

the outliers in GA- 1 pr uce n1m1 n and lower the gap between distribution

T

centre with the d poi t population area,

O
N\~
7 $

51on the result oashe analysis presented in this chapter show that KNN is

an @le method to target the distribution centre location but there is probability to

Q erlap or left-out demand point. Thus GA-KNN is the one to achieve optimal
bution centre and cater the DPs surround it. The SA might stuck in local optima and

effect the SA-KNN to get minimum value and supposedly meet the objective function.
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4.3 Summary

Using map grid algorithm, the DPs and DCs are located by researcher on the@;suring
high accuracy and avoiding left-out roofs in the area. The experiments % suggested
the use of GA-KNN to help in finding the most optimal DCs locationgyith nearly-equal DP
distribution between DC. From managerial perspective, the propased algorithm renders the
researchers the flexibility to locate and find the most opti aWocation from several

possible options instead of having fixed and limi tion of DC exemplified in

L ]

experiment 1. In addition, nearly-equal DPs distri‘t?er DC facili te's t al-world
A

aid distribution in disaster area, time-wise and cost- : 2 Y*
\ N
N ol
This work proposes Genetic Al@ased be@‘&olve the problem of

finding the best location of distribut%entre ﬁ\;@ci g{ﬂs difference between the
S
demand point covered by each D%Overﬂafter oosir@e location of DC in disaster

map, it will determine best of ? neighbor ode‘séi%atasets have been evaluate to be
input in this experiment. l% e perform cj@‘o{? Genetic Algorithm based k-nearest
neighbor (GA-KNN) 4 pare‘i \anothe gorithm which is Simulated Annealing

&
optlmlzatlon-basware t nel . ‘S%.)-@NN )-

.
&g
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